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Abstract. In this paper, we propose an efficient and robust numerical method to study the ele-
mentary excitation of dipolar Bose-Einstein condensates (BEC), which is governed by the Bogoliubov-
de Gennes equations (BdGEs) with nonlocal dipole-dipole interaction, around the mean field ground
state. Analytical properties of the BdGEs are investigated, which could serve as benchmarks for the
numerical methods. To evaluate the nonlocal interactions accurately and efficiently, we propose a
new Simple Fourier Spectral Convolution method (SFSC). Then, integrating SFSC with the stan-
dard Fourier spectral method for spatial discretization and Implicitly Restarted Arnoldi Methods
(IRAM) for the eigenvalue problem, we derive an efficient and spectrally accurate method, named as
SFSC-IRAM method, for the BdGEs. Ample numerical tests are provided to illustrate the accuracy
and efficiency. Finally, we apply the new method to study systematically the excitation spectrum
and Bogoliubov amplitudes around the ground state with different parameters in different spatial
dimensions.
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1. Introduction. Since the realization of Bose-Einstein condensates (BEC) of
dipolar quantum gases [2, 27, 38], we have witnessed unique and novel phenomenon,
such as the roton-maxon spectrum[35, 41], the self-bound droplet state [23, 45] and
the newfangled vortex lattice patterns [39], due to the fundamental anisotropic and
long-range magnetic/electric dipole-dipole interatomic interaction. To understanding
the stability of stationary states of a BEC, it is important to study its elementary
excitations around the stationary states [35, 41]. The first experimental measurements
of the lowest collective modes of BEC was carried out in [32]. Great efforts have been
made to experimentally, theoretically and numerically study the collective excitations
of BECs since then [20, 24, 28, 29, 33, 40, 41, 44, 50].

At temperature much lower than the critical value Tc, the properties of the
BEC with long-range dipole-dipole interaction (DDI) are well characterized by the
macroscopic complex-valued wave function ψ(x, t) whose evolution could be well gov-
erned by the three-dimensional (3D) Gross-Pitaevskii equation (GPE) with DDI term
[5, 9, 10, 26, 53]. Moreover, the 3D GPE with some special highly anisotropic external
potential could be reduced to an effective two-dimensional (2D) equation [15, 17, 10].
In dimensionless form, the d-dimensional (d = 2 or 3) GPE with DDI term could be
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unified as [9, 17, 15]

i∂tψ(x, t) =

[
−1

2
∇2 + V (x) + β|ψ|2 + λΦ

]
ψ, x ∈ Rd, t > 0,(1)

Φ(x, t) := (U ∗ |ψ|2)(x, t),(2)

ψ(x, 0) = ψ0(x),(3)

where t denotes time and x = (x, y)T ∈ R2 and/or x = (x, y, z)T ∈ R3 is the
Cartesian coordinate vector, ∗ represents the convolution operator with respect to
spatial variable. V (x) is a real-valued external potential which is case-dependent and
one common choice is the harmonic trapping potential which reads as

(4) V (x) =
1

2

{
γ2xx

2 + γ2yy
2, d = 2,

γ2xx
2 + γ2yy

2 + γ2zz
2, d = 3.

Here, γα > 0 (α = x, y, z) are dimensionless constants proportional to the trapping
frequency in ν-direction. Moreover, the dimensionless constant β and λ characterize
respectively the short-range contact interaction and long-range DDI. The interaction
kernel U(x) reads as

(5) U(x) =

 −δ(x)− 3 ∂nn

(
1

4π|x|

)
, x ∈ R3,

− 3
2

(
∂n⊥n⊥ − n23∇2

⊥
) (

1
2π|x|

)
, x ∈ R2.

Here, n = (n1, n2, n3)T ∈ R3 is a given unit vector representing the dipole moment,
∂n = n · ∇, ∂nn = ∂n(∂n), ∇⊥ = (∂x, ∂y)T , n⊥ = (n1, n2)T and ∂n⊥ = n⊥ ·
∇⊥, ∂n⊥n⊥ = ∂n⊥(∂n⊥).

The time dependent GPE (1)-(3) conserves two important quantities: the mass
of the wave function

N(ψ(·, t)) := ‖ψ(x, t)‖2 =

∫
Rd
|ψ|2dx ≡ N(ψ(·, 0)), t ≥ 0,(6)

and the energy per particle

E(ψ(·, t)) =

∫
Rd

[
1

2
|∇ψ|2 + V (x)|ψ|2 +

β

2
|ψ|4 +

λ

2
Φ|ψ|2

]
dx ≡ E(ψ(·, 0)), t ≥ 0.(7)

Plug the ansatz ψ(x, t) = eiµstφs(x) into (1), one obtains the following time-independent
GPE for the stationary state φs(x):

µsφs(x) =

[
−1

2
∇2 + V (x) + β|φs|2 + λ (U ∗ |φs|2)

]
φs(x), ‖φs(x)‖ = 1,(8)

which is also a nonlinear eigenvalue problem. The corresponding eigenvalue µs ∈ R
is also called chemical potential which could be evaluated from φs(x) as follows

(9) µs =

∫
Rd

[
1

2
|∇φs|2 + V (x)|φs|2 + β|φs|4 + λ (U ∗ |φs|2) |φs|2

]
dx.

The ground state φg(x), which is the stationary state of the lowest energy, could
also be interpreted as the global minimizer of the following non-convex minimization
problem:

(10) φg(x) = arg min
φ∈S

E(φ),
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with S := {φ(x) | ‖φ‖2 :=
∫
Rd |φ(x)|2dx = 1, E(φ) < ∞}. The GPE (1)-(3) proves

to be valid for the dipolar BEC on the mean field level [16, 35, 53], however it fails
to describe the quantum fluctuation [28] of the condensate. Hence, one needs to go
beyond the mean field theory and the very first step is to investigate the collective
excitation so as to capture the many body effect of interatomic interactions. The col-
lective excitation could be analyzed via elementary excitation of the system governed
by GPE (1). Under proper assumption of the dipolar BEC, the elementary excitation
around the mean field stationary state could be well described within the Bogoliubov
theory, which resulted in the celebrated Bogoliubov-de Gennes equations (BdGEs)
[8, 29, 24, 37, 41]. To date, the analysis works on the elementary excitations in BECs
are mainly composed of GPE for describing the condensed part and Bogoliubov theory
for describing the non-condensed part, respectively [28].

Great enthusiasm has been stimulated to investigate BdGEs in physics literature
[28, 44] in the past few decades, most of which are about non-dipolar systems. Based
on the low energy excitation of a dilute Boson gas in harmonic traps, Stringari [44] ob-
tains the long wave excitation frequency of a trapped BEC in a Thomas-Fermi regime.
A method to find analytical solutions of BdGEs for the low-lying collective excitation
in harmonic trap potential beyond the Thomas-Fermi regime was proposed by Hu
et al. [28]. Along the numerical front, there have been quite a few developments.
Edwards[20, 40] applied the finite difference method and solved the sparse algebraic
eigenvalue system using the ARPACK library. Danaila et al. investigated the BdGEs
of a multi-component BEC with finite-element method[19]. Gao and Cai systemati-
cally studied BdGEs for the classical GPE and proposed several efficient algorithms,
including the compact finite difference method, sine spectral method[24]. On the
contrast, there are few theoretical studies on the excitation of dipolar BEC. For the
numerical studies, there are some papers that mainly consider the lower-dimensional
cases (d = 1 or 2). For example, Yi et al. [29] studied the low-lying collective excita-
tion of the rotating quasi-two-dimensional system with Fourier spectral method and
Ronen et al. [41, 50] developed an algorithm based on the one-dimensional discrete
Hankel transform for cylindrically symmetric system. Those works are either mainly
for lower dimensional cases or systems with specific symmetric structure, and they
are disadvantageous in evaluating the nonlocal DDI.

Furthermore, to the best of our knowledge, there were no systematical studies on
BdGEs in the context of dipolar BEC from the mathematical standpoint. Hence, it
is necessary to develop mathematical theories and to construct accurate and efficient
numerical methods to solve the corresponding BdGEs. To numerically investigate the
elementary excitations, the main challenge lies in (i) robust solver for the eigenvalue
problem, i.e. BdGEs; (ii) accurate and efficient stationary state (8) and/or ground
states solver; (iii) accurate DDI fast solver that would play a decisive role in the whole
numerical method, particularly in high spatial dimensions. Fortunately, the computa-
tion of nonlocal DDI has been studied quite extensively, and many effective algorithms
has been proposed, such as the sine spectral method [12, 9, 10], the NonUniform Fast
Fourier Transform method (NUFFT) [13, 14, 31], Gaussian-Sum Method [21], Kernel
Truncation Method (KTM) [41, 42, 48] and the Anisotropic Truncated Kernel Method
(ATKM) [25]. The smooth and fast-decaying density ρ := |ψ|2 can be well approxi-
mated by Fourier spectral method, and it is reasonable to expect spectral accuracy
with the same efficiency when computing the nonlocal interactions. In fact, all the
last three methods can achieve spectral accuracy within O(N logN) operations where
N is the number of unknowns. However, the prefactors in front of O(N logN) are
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usually very large, hence improvement is required to achieve better efficiency, espe-
cially for problems in high space dimension. In this paper, starting from the density’s
Fourier spectral approximation, we will propose an even simpler method (in Section
3.2) to compute the nonlocal DDI. The proposed nonlocal solver achieves spectral
accuracy with an even better complexity, i.e., a smaller prefactor in O(N logN) .

As for the computation of stationary/ground states, various numerical methods
have been proposed for the (non)-dipolar BEC [3, 4, 9, 10, 11, 13, 18, 30, 48, 49, 51, 52],
among which the preconditioned conjugate gradient (PCG) method [4] was evidenced
to be one of the most efficient solver. Recently, Zhang et al [46] incorporate the ATKM
for the DDI evaluation into the PCG method to compute the stationary state of a
dipolar BEC. The resulted PCG-ATKM is spectrally accurate, simple to be imple-
mented and fast (with a O(N logN) complexity). We will apply the PCG-ATKM to
precompute the stationary/ground state φs for the BdGEs. With the Fourier spectral
discretization in space, the resulted discrete eigen-system, i.e. the discrete BdGEs, is
densely populated which shall render prohibitively huge memory costs with explicit
matrix storage. Therefore, it is necessary to provide efficient matrix-free operator-
function evaluation during the iterative eigenvalue process. In this paper, we will
apply the matrix-free Implicitly Restarted Arnoldi Methods (IRAM), implemented
efficiently via ARPACK with reverse communication interface, to solve the resulted
discrete eigenvalue/vector system. Overall, the main objectives of this paper are
threefold:

1. Investigate theoretically the mathematical properties of the BdGEs, focusing
on its special analytical solution pairs in different regimes.

2. Develop an efficient and accurate algorithm, i.e. SFSC, for nonlocal interac-
tions and integrate it with matrix-free IRAM to solve the discrete BdGEs via
ARPACK or its variant.

3. Apply the proposed SFSC-IRAM method to investigate the excitation spec-
trum and Bogoliubov amplitudes of the dipolar BEC around ground state
with different parameters in two and three dimensions.

The rest of the paper is organized as follows: In Section 2, we introduce the
BdGEs and derive some analytical properties. In Section 3, we present the details
of the Fourier spectral method for space discretization and propose the Simple Fast
Spectral Convolution method for computing the nonlocal interactions as well as the
approach to compute the discrete BdGEs. Extensive numerical examples are shown in
Section 4 to confirm the performance of our method, together with some applications
to study the solutions to the BdGEs with different parameters in 2D and 3D. Finally,
conclusions are drawn in Section 5.

2. The BdGEs and its properties.

2.1. The Bogoliubov-de Gennes equations. To characterize the elementary
excitations of a dipolar BEC, the Bogoliubov theory [8, 24, 37, 41] begins with the
stationary state φs(x) of the GPE (1), which is also the solution of the nonlinear
eigenvalue problem (8) with chemical potential µs (9), and assumes the evolution of
GPE (1) is around φs(x). The corresponding wave function ψ would then take the
form [24, 41]

ψ(x, t) = e−iµst

φs(x) + p

∞∑
j=1

(
uj(x)e−iωjt + v̄j(x)eiωjt

) , x ∈ Rd, t > 0.(11)
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Here, v̄j denotes the complex conjugate of vj , 0 < p � 1 is a small quantity used
to control the population of quasiparticle excitation, ωj ∈ C is the frequency of the
excitations to be determined and uj(x) & vj(x) are the corresponding Bogoliubov
excitation modes satisfying the following normalization condition∫

Rd

(
|uj(x)|2 − |vj(x)|2

)
dx = 1, j ∈ Z+.(12)

Plugging (11) into (1)-(2), by collecting the linear terms in p and separating the
frequency e−iωjt and eiωjt, we obtain the following BdGEs

LGPuj + β|φs|2uj + βφ2s vj + λU ∗
(
φ̄suj + φsvj

)
φs= ωj uj ,(13)

LGPvj + βφ̄2suj + β|φs|2vj + λU ∗
(
φ̄suj + φsvj

)
φ̄s = −ωjvj ,(14)

with

(15) LGP := −1

2
∇2 + V (x) + β|φs|2 + λΦs − µs, Φs = U ∗ |φs|2.

Under proper assumption, it has been shown that the stationary states φs(x) is unique
up to a constant phase factor [9] and can be chosen as a real-valued function φRs (x),
i.e., φs(x) = φRs (x) eiθ with θ ∈ R. It is easy to check that the different choice
of φs with different phase factor θ only resulted in different Bogoliubov amplitude
functions with a phase factor, i.e., if (ωj , uj , vj) solves BdGEs (13)-(14) with φs, then
(ωj , e

iθ uj , e
−iθ vj) solves BdGEs (13)-(14) with eiθφs. Thus, it suffices to consider

the real-valued stationary states case and we shall assume φ(x) ∈ R throughout this
paper. To simplify the presentation, hereafter we remove all subscripts for uj , vj &
wj and write them indiscriminately as u, v & w, respectively. Denote operators

L11 = LGP + β |φs|2 + λ χ̂1, L12 = β φ2s + λ χ̂2,(16)

L22 = −LGP − β |φs|2 − λ χ̂∗1, L21 = −βφ̄2s − λ χ̂∗2,

with nonlocal actions χ̂j & χ̂∗j (j = 1, 2) defining as

χ̂1(ξ) := φs
[
U ∗ (φ̄sξ)

]
, χ̂2(ξ) := φs [U ∗ (φsξ)] ,(17)

χ̂∗1(ξ) := φ̄s [U ∗ (φsξ)] , χ̂∗2(ξ) := φ̄s
[
U ∗ (φ̄sξ)

]
,

the BdGEs (13)-(14) with constraint (12) could be equivalently recasted as(
L11 L12

L21 L22

)(
u
v

)
= ω

(
u
v

)
,(18)

with constraint

(19)

∫
Rd

(
|u(x)|2 − |v(x)|2

)
dx = 1.

Specially, for the real-valued stationary state φs, all the nonlocal operators are iden-
tical, i.e., χ̂1 ≡ χ̂2 ≡ χ̂∗1 ≡ χ̂∗2. By applying a change of variables

u(x) = f(x) + g(x), v(x) = f(x)− g(x),(20)

the BdGEs (18) could be simplified as

(21) H+f(x) = ωg(x), H−g(x) = ωf(x), <
(∫

Rd
(f(x) ḡ(x)) dx

)
=

1

4
,
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which immediately leads to a decoupled linear eigen-system

H−H+f(x) = ω2f(x), H+H−g(x) = ω2g(x).(22)

Here, <(α) denotes the real part of α and H+ := LGP + 2β|φs|2 + 2λχ̂1, H− := LGP.
One could solve the above decoupled unconstrained eigenvalue problems (22) instead
of the coupled constrained system (18), which is common in physics community[41].
Alternatively, we can directly treat (18) as a linear response problem and solve it
by the locally optimal block preconditioned 4D conjugate gradient algorithm or its
variants [6, 7].

Due to the nonlocal character of DDI, the BdGEs are very difficult for both
analytical and numerical analysis. Only for several low energy excitation modes, it is
possible to obtain some analytic results by using a Gaussian variational ansatz [35]
or the Thomas–Fermi approximation [28]. Here we investigate the typical harmonic
trapping potential case (4), and derive some analytical properties of BdGEs, which
could serve as benchmarks for testing numerical methods.

2.2. Analytical properties of BdGEs. For general potential V (x), we have
the following results.

Lemma 1. If {u, v, ω} (ω ∈ C) is a solution pair to the BdGEs (18), then {v̄, ū,−ω̄}
is also a solution to the BdGEs(18) and

(23) (ω − ω̄)

∫
Rd

(|u(x)|2 − |v(x)|2) dx = 0.

Furthermore, if u(x), v(x) satisfy the normalization constraint (19), i.e., the elemen-
tary excitations, the eigen-frequency ω then is real.

Proof. Take conjugate of (13)-(14) on both sides, we have

LGPū+ β(φ̄s)
2v̄ + β|φs|2ū+ λU ∗ (φ̄sv̄ + φsū)φ̄s = ω̄ū,

LGPv̄ + β|φs|2v̄ + βφ2sū + λU ∗ (φ̄sv̄ + φsū)φs = −ω̄v̄,

which immediately implies that {v̄, ū,−ω̄} is also a solution. Multiplying (13)-(14)
respectively by ū and v̄, integrating over Rd and combining the resulted equations,
we obtain

ω

∫
Rd

(|u(x)|2 − |v(x)|2)dx

=

∫
Rd

{
1

2

(
|∇u(x)|2 + |∇v(x)|2

)
+ (V + 2β|φs|2 + λΦs − µs)(|u(x)|2 + |v(x)|2)

+β
(
φ2sūv + φ̄2suv̄

)
+ λ
[
ūχ̂1(u) + v̄χ̂∗1(v) + ūχ̂2(v) + v̄χ̂∗2(u)

]}
dx.(24)

It is easy to check that the RHS of (24) is real and hence substitute equation (24)
from its conjugate, we arrive at the identity (23).

Remark 1. From this lemma, we note that under the normalization constrain
(19) only the real eigenvalues for BdGEs are relevant for the elementary excitations.
Complex eigenvalues, which play a crucial rule in determining the dynamical stability
of stationary states, may occur for BdGEs (18) only if ‖u‖ = ‖v‖. Now that we focus
on the elementary excitation, i.e., BdGEs (18) with constrain (19), we reasonably
assume ω is real throughout this paper and leave the study of complex eigenvalues of
BdGEs as future work.
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For harmonic potential V (x) = 1
2

∑
α γ

2
αα

2 with spatial variables α = x, y in 2D
and α = x, y, z in 3D, we have the following results for the corresponding Bogoliubov
excitations.

Lemma 2. Let φs be the real-valued stationary state of GPE (1), then we have
the following solution pair to the BdGEs (18) with constrain (19):

{uα, vα, ωα} =:

{
1√
2

(
γ−1/2α ∂αφs − γ1/2α αφs

)
,

1√
2

(
γ−1/2α ∂αφs + γ1/2α αφs

)
, γα

}
,

with α = x, y in 2D and α = x, y, z in 3D.

Proof. Notice that stationary state φs satisfies the Euler-Lagrange equation (8),
differentiating (8) with respect to variable x, we have

H+(∂xφs) = (−1

2
∇2 + V + 3β|φs|2 + λΦs + 2λχ̂1 − µs)(∂xφs) = γx(−γxxφs).

Apply H− on −γxx and combine Eqn. (8), we have

H−(−γxxφs) = (−1

2
∇2 + V + β|φs|2 + λΦs − µs)(−γxxφs) = γx(∂xφs).

Therefore, it is clear that (∂xφs,−γxxφs) solves Eqn.(21) with ω = γx. Noticing

−
∫
R2 γxxφs∂xφsdxdy = γx

2 , we conclude that (f, g) = ( 1√
2
γ
− 1

2
x ∂xφs,− 1√

2
γ

1
2
x xφs)

solves (22) under the normalization constraint for ω = γx. Using (20), we dervie
the following analytic solution

ωx = γx, ux =
1√
2

(
γ
− 1

2
x ∂xφs − γ

1
2
x xφs

)
, vx =

1√
2

(
γ
− 1

2
x ∂xφs + γ

1
2
x xφs

)
.

The conclusion holds true for α = y, z following similar argument, and we omit the
proof for brevity.

In addition, in the Thomas-Fermi (TF) regime, i.e. β � 1, for dipolar BECs
with dipoles lying along the z-axis, i.e., n = (0, 0, 1)T and trapped by a cylindrically
symmetric harmonic trapping potential V (x), i.e., γx = γy in (4), we have the fol-
lowing results for the ground state profile φg(x) and the corresponding Bogoliubov
excitations.

Lemma 3. The ground state profile φg(x) of GPE (10) could be well approximated
by the TF density φTF

g (x) with chemical potential µTFg [22]:

φg(x) ≈ φTF
g (x) :=

√
15

8πR2Rz

(
1− x2

R2
− y2

R2
− z2

R2
z

)
+

.

Here, µTF
g = 15 (β−λ η(κ))

8πR2Rz
is the chemical potential, f+(x) := max{0, f(x)} and

η(κ) :=


1 + 2κ2

1− κ2
− 3κ2arctanh(

√
1− κ2)

(1− κ2)3/2
, κ ≤ 1,

1 + 2κ2

κ2 − 1
− 3κ2arctan(

√
κ2 − 1)

(κ2 − 1)3/2
, tκ > 1,
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where the ratio κ := R/Rz is determined by the following transcendental equation

3λκ2

β

[(
γ2z
2γ2x

+ 1

)
η(κ)

1− κ2
− 1

]
+

(
λ

β
− 1

)(
κ2 − γ2z

γ2x

)
= 0.(25)

The radii R is given explicitly as

R =

[
15κ

4πγ2x
β

(
1 +

λ

β

(
3κ2η(κ)

2(1− κ2)
− 1

))] 1
5

.(26)

Moreover, as β →∞, we have the asymptotic results

R = O(β1/5), Rz = O(β1/5), µTF
g = O(β2/5).

Lemma 4. Under the same conditions of Lemma 3, the Bogoliubov eigenvalues
associated with(13)-(14), denoted by ωβ, is well approximated by ω∞ as β →∞. The
limit eigenvalue ω∞ satisfies

−
(

1− 1

2
(γ2xx

2 + γ2xy
2 + γ2zz

2)

)
∇2q + (γ2xx∂x + γ2yy∂y + γ2zz∂z)q = (ω∞)2q(x),

for x ∈ D∞ :=
{
x ∈ R3

∣∣1− 1
2 (γ2xx

2 + γ2xy
2 + γ2zz

2) ≥ 0
}

. Especially, for a special

isotropic harmonic trap, i.e. γx = γy = γz =
√

2, we have the explicit eigenvalues

ωl,k∞ =
√

2
√
l + 3k + 2kl + 2k2, l ≥ 0, k ≥ 0.

Proof. To estimate the asymptotics of ωβ for large β, we first introduce the rescal-

ing x̃ = x/
√
µg and φg(x) =

√
µg
β φ̃g(x̃), then we obtain the following formula

Φg(x) =
µg
β

Φ̃g(x̃), Φ̃g(x̃) :=
(
U ∗ |φ̃g|2

)
(x̃),

[χ̂(f)] (x) =
µg
β

[̂̃χ(f̃)
]

(x̃), f(x) = f̃(x̃).

The second BdG equation (22), i.e. H+H−g = ω2g, is now rescaled as H̃+H̃−g̃ = ω2

µ2
g
g̃

with

(27) H̃+ = − 1

2µ2
g

∇̃2+Ṽ (x̃)+3|φ̃g|2+
λ

β
Φ̃g+2

λ

β
˜̂χ−1, H̃− = H̃+−2|φ̃g|2−2

λ

β
˜̂χ,

and ∇̃2 = ∂2

∂x̃2 + ∂2

∂ỹ2 + ∂2

∂z̃2 , Ṽ (x̃) = 1
2 (γ2xx̃

2 + γ2xỹ
2 + γ2z z̃

2). The eigenvalue problem

(8) is then rescaled as[
−1

2

1

µ2
g

∇̃2 + Ṽ (x̃) + |φ̃g|2 +
λ

β
Φ̃g

]
φ̃g = φ̃g.(28)

Combing (27)-(28), we have[
− 1

2µ2
g

∇̃2+Ṽ (x̃)+3|φ̃g|2 +
λ

β
Φ̃g + 2

λ

β
˜̂χ− 1

][
− 1

2µ2
g

∇̃2 +
1

2µ2
g

1

φ̃g
∇̃2φ̃g

]
g̃ =

ω2

µ2
g

g̃.
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In Thomas-Fermi regime (β � 1), the rescaled φ̃TF
g converges to φ̃∞g (x̃) =(

1− 1
2 (γ2xx̃

2 + γ2y ỹ
2 + γ2z z̃

2)
) 1

2

+
as β → ∞. In the above equation, by substituting

φ̃TF
g , µ̃TF

g for the ground state φ̃g and the chemical potential µg respectively, we ob-
tain the following eigenvalue problem

[
−1

2(µTF
g )2

∇̃2+Ṽ (x̃)+3|φ̃TF
g |2−1

] [
− 1

2(µTF
g )2

∇̃2+
1

2(µTF
g )2

1

φ̃TF
g

∇̃2φ̃TF
g

]
g̃ ≈ ω2

(µTF
g )2

g̃.

When β →∞, by plugging in the limit function φ̃∞g and dropping higher order term

of 1/µTF
g , we derive the limit eigenvalue problem for q = g̃/φ̃TF

g as follows

−
(

1− 1

2
(γ2xx̃

2 + γ2xỹ
2 + γ2z z̃

2)

)
∇̃2q+(γ2xx̃∂x̃ + γ2y ỹ∂ỹ + γ2z z̃∂z̃)q = ω2

∞q(x̃).(29)

Especially, when γx = γy = γz =
√

2, q(x) is spherically symmetric, hence Eqn. (29)
could be solved explicitly in a similar way as shown in [34].

3. Numerical method. In this section, we will propose an efficient and spectral-
accurate numerical methods to solve the BdGEs (18) with constraint (19). Due to the
external trapping potential V (x), the wave function ψ(x) and the ground/stationary
states φs(x) to the GPE (1)-(3), as well as the eigenfunctions (u(x), v(x)) to the
BdGEs (18)-(19) are all smooth and fast-decaying. Therefore, it is reasonable to
truncate the whole space Rd into a bounded domain D ⊂ Rd with periodic bound-
ary conditions such that the truncation error is negligible. To numerically solve the
BdGEs, high spatial resolution schemes are usually preferred. In terms of accuracy,
simplicity and efficiency, the Fourier pseudo-spectral (FS) discretization [9, 10, 11]
is one of the most optimal candidate. However, due to the polynomially decaying
properties (at the far field |x| → ∞) of the convolution-type nonlocal potentials Φs
(15) and the nonlocal interaction χj(ξ) (17) , the FS scheme could not be directly
applied. Indeed, it is the most challenging job to compute such nonlocal interactions
with spectral accuracy as efficiently as possible. Alternative spectral-accurate solvers,
such as the KTM [48] and NUFFT method[13, 31], usually require prohibitively huge
memory and/or expensive computational cost, thus bottleneck the overall efficiency.
In this section, we will propose a spectral-accurate solver to evaluate such nonlocal
interactions via direct FS discretizations with minimal storage and optimal efficiency,
then the full FS scheme for the BdGEs (18) achieves both optimal accuracy and
efficiency.

3.1. Space discretization and eigen-system solver. We first introduce the
Fourier pseudospectral scheme [9, 10, 11] to discretize the BdGEs (18). Provided that
the stationary states φs is computed accurately by the PCG method[4, 5, 46], and
the DDI potential Φs can be easily evaluated by the SFSC method, which is to be
introduced in next section. For simplicity, we only present the scheme for the 2D
case. We choose the computation domain D as a square for simplicity and denote it
by DL := [−L,L] × [−L,L]. Let N and M be two positive even integers. Choose
hx = 2L

N and hy = 2L
M as the mesh size in x- and y- directions, respectively. Define
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the indices and grids points sets as

INM =
{

(n,m) ∈ N2 | 0 ≤ n ≤ N − 1, 0 ≤ m ≤M − 1
}
,

ĨNM =
{

(`, k) ∈ Z2 | −N/2 ≤ ` ≤ N/2− 1, −M/2 ≤ k ≤M/2− 1
}
,

Tx =
{

(xn, ym) =: (−L+ nhx, −L+mhy), (n,m) ∈ INM
}
,

and introduce the following functions

(30) W`k(x, y) = eiµ
x
` (x+L)eiµ

y
k(y+L), (`, k) ∈ ĨNM ,

with µx` = 2π`
2L , µyk = 2πk

2L . Moreover, we define Pnm =: P (xn, ym) (P = u, v, φs,Φs,
etc) as the value of an abstract function P (x, y) at grid (xn, ym) ∈ Tx and P as
the vector with components {Pnm}. The Fourier pseudo-spectral approximation of P

(denoted by P̃ ) and ∇2P reads as

P (x, y) ≈ P̃ (x, y) :=

N/2−1∑
`=−N/2

M/2−1∑
k=−M/2

P̂`k W`k(x, y),(31)

(∇2P ) ≈ (∇2P̃ ) :=

N/2−1∑
`=−N/2

M/2−1∑
k=−M/2

−
(

(µx` )2 + (µyk)2
)
P̂`k W`k(x, y),(32)

where P̂ ∈ CNM , the discrete Fourier transform coefficient of P , is computed as

(33) P̂`k =
1

NM

N−1∑
n=0

M−1∑
m=0

Pnm W `k(xn, ym), (`, k) ∈ ĨNM .

The nonlocal operators χ̂j & χ̂∗j (j = 1, 2) are approximated respectively as

(χ̂jP )(x, y) ≈ (χ̂jP̃ )(x, y), (χ̂∗jP )(x, y) ≈ (χ̂∗j P̃ )(x, y), (x, y) ∈ D,

and the operators LGP and Lij (i, j = 1, 2) in (16) are then discretized at xnm :=
(xn, ym) ∈ Tx as follows

(LGPP )(xnm) ≈ −1

2
(∇2P̃ )(xnm) + (Vnm + β|(φs)nm|2 + λ(Φs)nm − µs)P̃ (xnm),

(LijP )(xnm) ≈ (LijP̃ )(xnm) := (LijP)nm.

The BdGEs (18) with constraint (19) then could be discretized into the following
linear algebraic system:(

L11 L12

L21 L22

)(
u
v

)
= ω

(
u
v

)
, hxhy

(
‖u‖2 − ‖v‖2

)
= 1,(34)

with ‖ · ‖ being the standard l2 norm.
Then we describe the approach to solve the discrete BdGEs (34) briefly. First,

the stationary states φs and chemical potential µs (34) are precomputed via the
preconditioned conjugated gradient method [4, 46] in a large enough domain with
small enough mesh size such that the errors coming from this evaluation are negligible.
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The values of φs on grid points Tx are interpolated by the Fourier spectral method.
The involved nonlocal potentials/operators, such as Φs and χ̂j(j = 1, 2), are evaluated
by the nonlocal solver to be introduced in next section. Secondly, we solve the linear
eigenvalue/vector problem (34). In practice, the Implicitly Restarted Arnoldi Methods
(IRAM) [43] is adapted to simultaneously compute the first few smallest positive
eigenvalues ω and their associated eigenvectors (u,v), followed by a rescaling in order
to meet the normalization constraint. One important note is that the matrix of (34) is
non-symmetric and dense, therefore explicit matrix representation requires expensive
memory storage. This would notably bottleneck the efficiency if one directly applies
the IRAM, especially for the 3D problems. Hence, it is essentially and necessary to
utilise matrix-free version of the IRAM, which could be well resolved by coding with
the well-known ARPACK [47] library. In such case, all that one needs is to provide
the matrix-vector product (operator-function action on the continuous level), that is,
to compute Li1u

p + Li2v
p where vector up,vp ∈ CNM are updated iteratively.

The discrete Fourier transform and its inverse (31)-(33) could be computed ef-
ficiently via the FFT & iFFT within O(NM log(NM)) operations. All the other
operators in Lij except the nonlocal interaction χ̂j are in fact multiplication opera-
tors in the physical space, thus their operations on u & v could be easily accessed
by pointwise function multiplication. The nonlocal interaction consists of convolu-
tion and function multiplication, therefore, it is not diagonalizable in either phase
or physical space, which bottlenecks the overall efficiency as well as the accuracy.
Therefore, the efficient and accurate evaluation of the nonlocal potentials is of essen-
tial importance in solving the BdGEs. In next subsection, we shall propose a Simple
Fast Spectral Convolution (SFSC) algorithm, which could optimally evaluate such
nonlocal interactions with spectral accuracy within O(NM log(NM)) operations.

3.2. Simple Fast Spectral Convolution method for the nonlocal inter-
actions. It is clear that all the nonlocal interactions are composed of convolution
and function multiplication. The multiplication with the stationary state φs (or its
conjugate) is quite straightforward, thus we concentrate on the convolution in this
subsection. Without loss of generality, we consider ϕ := U ∗ (φsf) with f being
smooth and fast-decaying on the same computational domain D. The kernel U is sin-
gular at the origin and decays polynomially at the far field, and the density ρ := φsf
is smooth and fast-decaying too. The convolution evaluation is quite challenging in
terms of both accuracy and efficiency, even though it can be transformed to Coulomb
potential (U(x) = 1/(2π|x|)). For example, the convolution can be equivalently
rewritten as

(35) ϕ =

(
1

2π|x|

)
∗
(
−3

2
(∂n⊥n⊥ − n23∇2

⊥)ρ

)
:=

(
1

2π|x|

)
∗ ρ̃,

where ρ̃ is the effective DDI-density for the 2D Coulomb potential. The 3D convolution
can also be transformed to Coulomb potential with similar kernel U(x) = 1/(4π|x|),
and we omit details for brevity.

To simplify the presentation, we assume the computational domain D = DL :=∏d
j=1[−L,L] is a cube centered at the origin of length 2L in each spatial direction.

Existing convolution solvers either requires extra zero-padding [48] or performs in-
efficiently in higher spatial dimensions [31, 13]. We now propose an efficient ap-
proach which requires optimal two-fold zero-padding and is easily implemented with
FFT/iFFT. To be exact, we take 2D case as an example as follows.

For simplicity’s sake, we replace ρ̃ by ρ and assume further that the density is
compactly supported (numerically) in DL. To compute the interaction at x ∈ DL, we
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have

ϕ(x) =

∫
R2

U(y)ρ(x− y)dy, x ∈ DL,(36)

=

∫
x+DL

U(y)ρ(x− y)dy =

∫
D2L

U(y)ρ(x− y)dy.(37)

For x ∈ DL, the whole space domain R2 is reduced to x + DL because ρ(x − y) =
0, ∀ y /∈ x + DL, and the third equation holds true as the density is compactly
supported (numerically) in DL. Therefore, we have x − y ∈ D3L for ∀ x ∈ DL, y ∈
D2L. Then we need to approximate the density ρ on D3L. However, with careful
investigation on the periodicity of Fourier basis, it suffices to approximate ρ on a
two-fold domain D2L, and we refer to [21] for details. After a twofold zero-padding of
the density ρ, we obtain the Fourier series approximation on D2L as follows

ρ(z) ≈
N−1∑
p=−N

M−1∑
q=−M

ρ̂pq eiµ̃
x
p(x+2L)eiµ̃

y
q (y+2L), z := (x, y) ∈ D2L,(38)

with µ̃xp = πp/(2L), µ̃yq = πq/(2L) and ρ̂pq is the discrete Fourier transform. Plugging
(38) into (37) and substituting x− y for z, we have

ϕ(x) ≈
N−1∑
p=−N

M−1∑
q=−M

ρ̂pq Ûpq eiµ̃
x
p(x+2L)eiµ̃

y
q (y+2L), x ∈ DL,(39)

where Ûpq =: Û(µ̃xp , µ̃
y
q) is the Fourier transform of U on bounded domain D2L, which

is given explicitly as follows

Ûpq =

∫
D2L

U(x) e−iµ̃
x
pxe−iµ̃

y
qydx = (2L)

∫
D1

U(x) e−iπpxe−iπqydx.(40)

The last equation holds with a change of variables x = 2Lx̃ for the Coulomb potential.
The Fourier transform Ûpq can be reduced to a singular Fourier integral on standard
domain D1 = [−1, 1]2, and can be pre-computed very accurately up to machine preci-

sion via some high-precision library such as the Advanpix toolbox [1]. If Ûpq is to be
computed on-the-fly, we recommend the Gaussian-Summation acceleration techniques
[25]. Once (40) is available, the Coulomb potential on Tx can be computed with one
pair FFT/iFFT and one function multiplication of size 4NM , and the overall cost
is O(4NM + 4NM log(4NM)). Note that the potential ϕ on mesh Tx, which is a
uniform partition of DL, is part of the inverse FFT (on a twofold zero-padded mesh),
therefore, no interpolation is ever needed at this step. The efficiency is almost opti-
mal compared with existing methods, and the accuracy achieved is close to machine
precision as expected.

To summarize, the nonlocal interaction χ̂j(f) (χ̂∗j (f)) can be computed efficiently

in two steps: (i) compute the convolution with density φsf (φ̄sf), (ii) multiply the in-
teraction ϕ and the ground state φs (φ̄s). We present a detailed step-by-step algorithm
using χ̂1(f) as an example, and adaptation to χ̂2(f) and χ̂∗j (f) are straightforward.
The algorithm to compute the nonlocal interaction is summarized in Alg. 1.

To show the accuracy and efficiency, we carry out the following example. For
simplicity, we only evaluate nonlocal interaction χ1(f) in 2D and 3D. Unless stated
otherwise, we let

(41) f(x) = e−
|x|2

2σ2 , φs(x) = f(x), x ∈ Rd
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Algorithm 1 Simple Fast Spectral Convolution algorithm for χ̂1(f)

Comment: Given a smooth function f , ground state φs and dipole-dipole interaction
Φs on mesh grid Tx.

Comment: Pre-compute the Fourier transform Ûpq (40) up to controlled tolerance
ε.

1: Compute density ρ =: φsf by multiplication.
2: Compute the effective DDI-density ρ̃ (35) by differentiating ρ on Tx via Fourier

spectral method.
3: Carry out a twofold zero-padding of DDI-density (denoted by ρ̃).
4: Compute the discrete Fourier coefficient of ρ̃ via FFT, i.e. ρ̂pq in (38).

5: Compute ρ̂pqÛpq by multiplication.
6: Compute the nonlocal potential ϕ (39) on Tx via iFFT.
7: Compute χ1(f) = ϕφs by multiplication.

and set the dipole orientation as n = (0.82778, 0.41505,−0.37751)T . We set the
computational domain as D = [−8, 8]d and we always use uniform (tensor) grids in
space with equal mesh sizes h in all directions. To quantify the errors, we define the
error function as

Eh =:

∥∥[χ1(f)]num − [χ1(f)]exact
∥∥
∞∥∥[χ1(f)]exact

∥∥
∞

,

where [χ1(f)]num is the numerical solution obtained by SFSC and [χ1(f)]exact is the
exact solution.

Example 1. With the choice of f and φs in (41), the exact interaction χ1(f) in
2D can be given explicitly as

χ1(f)(x)=
3
√
πe−s

4σ

[
(n⊥ · n⊥)(I0(s)−I1(s))− 2(x · n⊥)2

σ2

(
I0(s)− 1+2s

2s
I1(s)

)]
f(x)

+
3
√
π n3 n3 s e

−s

σ

[
I0(s)− I1(s)− I0(s)

2 s

]
f(x),

where s = |x|2
2σ2 , I0 and I1 are the modified Bessel functions of order 0 and 1 respec-

tively. While in 3D, we have
(42)

χ1(f)(x) = −
[
ρ(x) + 3 ∂nn

(
σ2
√
π

4

Erf(r/σ)

r/σ

)]
f(x) = −[ρ(x) + 3 nTB(x)n]f(x)

with matrix B(x) = (bjl(x))3j,l=1 defined as

bjl(x) =

(
σ2

2r2
e−

r2

σ2 − σ3
√
π

4r3
Erf
( r
σ

))
δjl(43)

+xjxl

(
−e−

r2

σ2

(
3σ2

2 r4
+

1

r2

)
+

3σ3
√
π

4 r5
Erf
( r
σ

))
,(44)

where r = |x|, δjl is the Kronecker delta, x = (x1, x2, x3)T and Erf(r) = 2√
π

∫ r
0
e−t

2

dt

is the error function.

For all numerical examples in this paper, the related algorithms were implemented in
Fortran and run on a 2.27GH Intel(R) Xeon(R) CPU E5520 with a 8 MB cache in
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Debian GNU/Linux. Table 1 shows the numerical errors Eh and corresponding CPU
times by SFSC with different mesh size h for Example 1. Since the CPU time for 2D
case is too small, we only present those for 3D case. From the table, we could clearly
see that SFSC is efficient and achieves spectral accuracy.

Table 1
Errors and CPU time (in seconds) for computing the nonlocal interaction χ1(f) by SFSC with

different mesh size h in 2D (Upper) and 3D (Lower) cases in Example 1.

h = 2 h = 1 h = 1/2 h = 1/4

Eh 1.9385E-01 1.1617E-02 7.6144E-08 3.7585E-15

Eh 1.5743E-01 8.2904E-03 1.7048E-07 1.8485E-14

CPU 6.0000E-04 5.5000E-03 5.6300E-02 9.5620E-01

4. Numerical results. In this section, we first test the convergence of the
matrix-free IRAM integrated with the SFSC (SFSC-IRAM) method to solve the
BdGEs (18). Then, we apply the SFSC-IRAM method to investigate the Bogoliubov
excitations around the ground states of GPE. The ground states φs and chemical
potential µs (34) are computed via the PCG-ATKM [46] in a large enough domain
with small enough mesh size such that the errors coming from spatial discretiza-
tion are negligible. Unless stated otherwise, we choose the potential V (x) as the
harmonic trapping potential (4) and set respectively the computational domain as
D = [−12, 12]2 in 2D and D = [−10, 10]3 in 3D. We always use uniform (tensor) grids
in space with equal mesh sizes h in all directions.

4.1. Accuracy tests. Here, we first test the spatial accuracy of our method in
2D and 3D. To this end, we take the same parameters as in the Lemma 2, which im-
ply analytical formula for the eigenvalue and eigenvectors to the BdGEs (34). For an
abstract analytical eigenvalue solution ω with multiplicity p to the BdGEs (34), we de-
note its associated analytical eigenvectors (as given in (25)) as (uj ,vj) (j = 1, · · · , p),
and denote the corresponding linear eigenvector space as Pu =: span{u1, · · · ,up} &
Pv =: span{v1, · · · ,vp}. For example, as shown in Lemma 2, for γx = γy = γ in
2D, p = 2 for eigenvalue ω = γ and the associated eigenvectors (uj ,vj) (j = 1, 2) are
analytically given in (25). To demonstrate the results, we define the following error
functions for eigenvalues and eigenvectors

ehωα :=
|ωhα − ωα|
|ωα|

, eh,αuv :=
‖uhα − Puuhα‖2
‖uhα‖2

+
‖vhα − Pvvhα‖2
‖vhα‖2

.

Here, α = x, y in 2D and α = x, y, z in 3D, ‖ · ‖2 is the discrete l2 norm and Pν
(ν = u, v) is the l2-orthogonal projection operator into space Pν . {uhα,vhα, ωhα} is
the numerical approximation for the eigen-pair {uα,vα, ωα} that defined by (25) in
Lemma 2.

Example 2. Here, we consider both the 2D and 3D examples. To this end, we
set β = 100, λ = 50 and consider the following four cases:

Case I. 2D case, let γx = γy = 1 and n = (cos θ, sin θ, 0)T with different θ.

Case II. 2D case, let γx = γy/2 = 1 and n = (cos θ, sin θ, 0)T with different θ.

Case III. 3D case, let γx = γy = γz = 1 and n = (0, 0, 1)T .

Case IV. 3D case, let γx = γz = γy/2 = 1 and n = (0, 0, 1)T .
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For Case I, the two analytical eigenvalues are ωx = ωy =: ω = 1 hence p = 2 for
eigenvalue ω = 1 and the dimension of its generated eigenvector space Pu & Pv.
While ωx = 1, ωy = 2 for Case II, thus both of their corresponding eigenvector
space is of dimension one. Similarly, for Case III, the three analytical eigenvalues
are ωx = ωy = ωz =: ω = 1 hence p = 3 for eigenvalue ω = 1 and the dimension of
its associated eigenvector space Pu & Pv. While for Case IV, ωx = ωy =: ω = 1 and
ωz = 2, thus the dimension of the associated eigenvector space is two for ω and one
for ωz, respectively.

Table 2-3 illustrate the errors of eigenvalues and eigenvectors for different mesh
size h and/or different dipole orientation n for Case I-Case IV. From this table, we
could clearly see that the proposed method is of spectral accuracy in space.

Table 2
Errors of the eigenvalues/eigenvectors for Case I (upper) and Case II (lower) in Example 2.

h h0 = 3/2 h0/2 h0/4 h0/8 h0/16

θ = 0

ehωx 1.569E-01 6.618E-04 7.652E-07 1.516E-12 1.129E-11

ehωy 9.973E-02 1.927E-03 6.508E-08 7.641E-13 1.129E-11

eh,ωxuv 1.993E-01 1.211E-02 2.144E-04 3.474E-08 6.107E-11

e
h,ωy
uv 2.068E-01 1.932E-02 2.715E-05 4.611E-09 3.938E-11

θ = π/4

ehωx 2.085E-01 6.525E-04 3.957E-07 1.451E-13 5.653E-12

ehωy 1.283E-01 1.682E-03 1.967E-07 5.680E-13 1.299E-11

eh,ωxuv 1.851E-01 1.644E-02 1.214E-04 8.606E-09 3.962E-11

e
h,ωy
uv 2.989E-01 1.657E-02 1.325E-04 8.822E-09 5.275E-11

θ = π/3

ehωx 1.889E-01 7.926E-04 1.375E-07 4.345E-13 1.637E-11

ehωy 1.209E-01 3.174E-03 1.234E-06 1.217E-12 7.761E-12

eh,ωxuv 1.848E-01 1.490E-02 7.475E-05 1.851E-08 6.890E-11

e
h,ωy
uv 2.775E-01 1.779E-02 1.679E-04 1.873E-08 2.595E-11
h h0 = 3/4 h0/2 h0/4 h0/8 h0/16

θ = 0

ehωx 1.583E-01 2.000E-03 2.131E-06 4.209E-12 1.220E-11

ehωy 1.858E-02 5.973E-03 1.388E-05 9.854E-13 9.976E-12

eh,ωxuv 4.431E-01 2.076E-02 2.421E-04 8.561E-08 5.781E-11

e
h,ωy
uv 2.000 7.879E-02 8.098E-04 8.165E-08 5.241E-11

θ = π/4

ehωx 2.168E-01 3.823E-03 3.399E-06 1.854E-11 1.004E-11

ehωy 1.215E-01 3.346E-02 1.104E-04 4.233E-10 3.712E-12

eh,ωxuv 5.428E-01 2.272E-02 1.931E-04 4.903E-08 1.565E-10

e
h,ωy
uv 2.000 1.022E-01 2.049E-03 1.910E-06 1.962E-10

θ = π/3

ehωx 2.251E-01 3.529E-04 7.674E-06 2.561E-11 4.069E-12

ehωy 1.553E-01 5.355E-03 1.755E-04 1.225E-09 6.111E-13

eh,ωxuv 4.452E-01 2.279E-02 1.768E-04 6.936E-08 5.168E-10

e
h,ωy
uv 2.000 1.014E-01 2.808E-03 3.584E-06 5.872E-11

4.2. Applications. In this section, we show some applications of the SFSC-
IRAM method to compute the Bogoliubov excitations around the ground state of
the GPE with different parameters in 2D/3D. We investigate the effect of trapping
potential, dipole orientation and local/nonlocal interaction strength on the solutions
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Table 3
Errors of the eigenvalue/eigenvector for Case III (upper) and Case IV (lower) in Example 2.

h0 = 4/5 h0/2 h0/4 h0/8

ehωx 3.948E-02 2.623E-04 3.119E-11 4.456E-11

ehωy 1.564E-02 1.463E-05 2.832E-11 1.334E-12

ehωz 1.564E-02 1.463E-05 1.402E-09 9.087E-12

eh,ωxuv 1.502E-01 5.478E-03 2.628E-07 6.311E-10

e
h,ωy
uv 1.356E-01 2.047E-03 2.628E-07 1.753E-10

eh,ωzuv 1.356E-01 2.047E-03 2.628E-07 1.753E-10
h0 = 3/2 h0/2 h0/4 h0/8

ehωx 1.256E-01 1.323E-03 2.963E-08 3.394E-10

ehωy 1.049E-02 6.551E-03 1.885E-06 2.984E-11

ehωz 1.704E-02 4.007E-04 2.352E-07 4.285E-11

eh,ωxuv 3.592E-01 1.105E-02 1.216E-05 1.349E-09

e
h,ωy
uv 2.000 1.240E-01 5.009E-04 8.537E-09

eh,ωzuv 2.660E-01 1.616E-02 6.010E-05 3.409E-10

to BdGEs. To this end, we fix h = 1/8 and study the following examples in 2D/3D.
We will only illustrate the results for the first few smallest positive eigenvalues and
the associated eigenvectors.

Example 3. Here, we consider the effect of the interaction strength to the eigen-
values of the BdGEs with symmetric/asymmetric harmonic potentials in 2D. To this
end, we study the following four cases:

Case I. Let γx = γy = 1, β = 500 and n = (0, 0, 1)T . Vary λ from -400 to 0.

Case II. Let γx = γy = 1, λ = −100 and n = (0, 0, 1)T . Vary β from 0 to 400.

Case III. Let γx = 1, γy = π, β = 500 and n = (1, 0, 0)T . Vary λ from 0 to 800.

Case IV. Let γx = 1, γy = π, λ = 100 and n = (1, 0, 0)T . Vary β from 0 to 800.

Figure 1 shows the nine smallest positive eigenvalues ω` (` = 1, · · · , 9) for Case I-
Case IV. From this figure, we can see that: (i) For Case I and Case II, the lowest
eigenvalues ω1 = ω2 do not change with the interaction, which indicates that the
lowest dipole mode in an external harmonic potential, corresponding to a rigid motion
of the center of mass, is independent of the nature of interatomic forces [20, 44]. In
addition, for any interaction parameter β & λ, the Bogoliubov eigenvalue ω1 = ω2 = 1
agrees well with Lemma 2. Moreover, we observe that the multiplicity of eigenvalue
ω7 is one, and the multiplicity of ω1, ω3, ω5 and ω8 is two. (ii) For Case III and
Case IV, there exist the Bogoliubov eigenvalues ωj = 1, π for any β & λ. As the
interaction strength changes, there is an order-exchange between the fourth and fifth
eigenvalue with one of them being π, and the changing point is λ ≈ 251.24 for Case
III and β ≈ 275.10 for Case IV. The order-exchange corresponds to excitation energy
degeneracy, and it may also occur for other eigenvalues, e.g. between ω7 and ω8 in
both Case III and Case IV. The physical mechanism behind is quite complicated
and nontrivial, especially when it happens in higher modes. Hence we shall leave it
as future work.

Example 4. Here, we consider the effect of the dipole orientation n to the Bogoli-
ubov amplitudes (u,v) of the BdGEs with symmetric/asymmetric harmonic potentials
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Fig. 1. The nine smallest eigenvalues ω` (` = 1, · · · , 9) of the BdGEs for Case I-Case IV
(from top left to bottom right) in Example 3.

in 2D. To this end, we let β = 500, λ = 400 and study the following three cases:

Case I. γx = γy = 1, n = (1, 0, 0)T .

Case II. γx = γy = 1, n = (
√

2/2,
√

2/2, 0)T .

Case III. γx = 1, γy = π, n = (1, 0, 0)T .

Figures 2 displays the numerical solutions (u`,v`) of the BdGEs that are associated
with the first four positive eigenvalues ω` (` = 1, 2, 3, 4) for Case I-Case III. From
this figure we can see that both the dipole orientation and external potential affect
the shape of the eigenvector (u`,v`) essentially and significantly. The eigenvectors
(u`,v`) (` = 1, 2, 3, 4) are symmetric or anti-symmetric along the dipole orientation
in a symmetric external potential. Meanwhile the eigenvectors will be compressed
along the direction with larger trapping frequency. Indeed, the presences of DDI and
anisotropic external potential bring much more rich phase diagrams for eigenmodes
of BdGEs, which will be detailed in future.

Example 5. Here, we consider the 3D case. We fixed β = 100, λ = 90 and study
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Fig. 2. Contour plots of the Bogoliubov amplitudes (u`,v`) (` = 1, · · · , 4) in Example 4 for
Case I (the first two rows), Case II (the 3rd and 4th row) and Case III ( the last two rows) with
odd rows for u` and even rows for v` (from left to right ` = 1, · · · , 4) as well as the colorbars for
Case I-Case II (a) and Case III (b).
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the following two cases:
Case I. Symmetric potential: γx = γy = γz = 1. Let n = (1, 0, 0)T .

Case II. Asymmetric potential: γx = γz = 1, γy = 2. Let n = (0, 0, 1)T .

Figure 3 shows the isosurface plots of the eigenvectors (u`,v`) = (10−3, 10−3) (` =
1, · · · , 4) that are associated with the first four smallest positive eigenvalues ω` (` =
1, · · · , 4) for Case I. While figure 4 shows those associated with the first five smallest
eigenvalues for Case II. Note that the multiplicity of ω1 = 1 is three and two for
Case I and Case II respectively, hence there exists three (two) independent eigen-
vectors for Case I (Case II). Here we only present (u1,v1) simply because the other
modes are quite similar. Similarly as the 2D cases, we could see that both the dipole
orientation ands external potential affect the shape of the eigenvectors essentially and
significantly. The eigenvectors (u`,v`) (` = 1, 2, 3, 4) are (anti)symmetric along the
dipole orientation in a symmetric external potential, and the eigenfunctions is more
compressed in the stronger trapping direction.

Fig. 3. Isosurface plots of the Bogoliubov amplitude of u` = 10−3 (upper), v` = 10−3 (lower)
(left to right: ` = 1, · · · , 4) for Case I in Example 5.

5. Conclusion. We proposed an efficient spectrally accurate method to com-
pute the Bogoliubov-de Gennes equations (with nonlocal dipole-dipole interaction
term) characterizing the elementary excitations of dipolar BEC. Combining together
the Fourier spectral method for spatial discretization, the Simple Fourier Spectral
Convolution method for evaluation of the nonlocal dipole-dipole interaction and the
matrix-free IRAM method for the discrete eigenvalue problem, the proposed method
is numerically confirmed to be highly efficient (with O(N logN) operations) and of
spectral accuracy. We then apply our method to investigate the effect of various
parameters, including the external trapping potential, the interaction strength and
the dipole orientation to the Bogoliubov excitations in both two and three dimen-
sions. The corresponding distributions of excitation spectrum are illustrated and the
Bogoliubov amplitudes are also presented. In addition, we obtained analytically the
first few nontrivial eigenvalues and the associated eigenvectors when the harmonic
potentials is employed. Our proposed methods could be easily extended to investi-
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Fig. 4. Isosurface plots of the Bogoliubov amplitude of u` = 10−3 (upper), v` = 10−3 (lower)
(left to right: ` = 1, · · · , 5) for Case II in Example 5.

gate the excitation spectrums for other systems such as the rotating dipolar BEC and
spinor-dipolar BEC, and we shall report them in our future work.
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